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SSD background
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A typical system architecture of flash devices.




The role of wear leveling in SSDs

e Limited lifetime of SSDs

e WL in SSDs:

— Equalize the amount of wear within the SSD
— Static / Dynamic
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The role of WL in SSDs.




WL: boon or bane?

*  Write amplification
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The downward trend in SSD endurance.



WL: boon or bane?

*  Write amplification
e Downward trend in endurance

* Effective under limited scenarios
—  “Wear leveling is not perfect”
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The downward trend in SSD endurance.

+ Stathis Maneas et al, “Operational Characteristics of SSDs in Enterprise Storage Systems: A Large-Scale Field Study”, FAST 2022



The performance of WL under modern SSDs

WL algorithms

- DP Static Fixed, Hot-cold HC, 2L, EP,
—  PWIL a predefined swapping OBP...
hreshold (TH
_ DAGC threshold (TH)
PWL  Static Adaptive, Cold-data BET and
an initial threshold migration Rejuvenator
Synthetic workload )
ynthetce WOI’ oa S DAGC Dynamic Adaptive, Adjust DTGC
r/h: r fraction of writes occur on no external GC victim
the 4 fraction of the workload parameters
fOOth’lIl'[. Representative WL algorithms.
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The performance of WL under modern SSDs

* Investigate the following three aspects:
— Write amplification

— Effectiveness 1n equalizing the erase count

— Behaviors under different access footprints



Write amplification
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The write amplification under the synthetic workload of /4 = 0.9/0.1 on full logical space.



Write amplification

amplify data written 1.6x
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The write amplification under the synthetic workload of /4 = 0.9/0.1 on full logical space.
The WL threshold parameter dictates the WA for DP.,



Write amplification
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The write amplification under the synthetic workload of /4 = 0.9/0.1 on full logical space.
The overall write amplification can be as high as 11.49 for PWL(50).



Write amplification
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The write amplification under the synthetic workload of /4 = 0.9/0.1 on full logical space.



Wear leveling effectiveness
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The distribution of erase count when full logical address space is used after writing 25TiB, under 774 = 0.9/0.1
workload.



Wear leveling effectiveness
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The distribution of erase count when full logical address space is used after writing 25TiB, under 774 = 0.9/0.1
workload with DP algorithm.



Wear leveling effectiveness
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The distribution of erase count when full logical address space 1s used after writing 25TiB, under 774 = 0.9/0.1
workload with PWL algorithm.



Wear leveling effectiveness
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The distribution of erase count when full logical address space 1s used after writing 25TiB, under 774 = 0.9/0.1
workload with DAGC algorithm.



Wear leveling effectiveness
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WL shows the performance anomaly under 774 = 0.9/0.1 workload with large footprint.



Wear leveling effectiveness
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The benefit from wear leveling 1s negligible compared to not running at all under 774 = 0.5/0.5 with
large footprint.



Small access footprint
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The distribution of erase count under a skew workload when only 5% of the logical address space is used. The
red dot indicates the average erase count for NoWL.



Small access footprint
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The distribution of erase count under a skew workload when only 5% of the logical address space is used.



Summary of findings
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A capacity-variant SSD

* Forgoing wear leveling and instead adopting capacity variance (CV).

* The CV-SSD would gracefully reduce its exported capacity:

Elastic

Fixed —— _e==== Q_apamty
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Logical address space Logical address space
SsD
EHOOOO@ -<— s‘“’----- --*—
A fixed capacity block deV1ce. A capacity-variant device.

* Bryan S. Kim et al, “CPR for SSDs”, HotOS 2019



A capacity-variant SSD

* The CV-SSD would gracefully reduce its exported capacity:

— Wear leveling becomes unnecessary and thus incurs no write amplification
overhead.

— The lifetime of an SSD would be extended significantly.

— It 1s easier to determine when to replace an SSD by checking the exported
capacity.



Evaluation

* Evaluate the eight designs:
— NoWL, DP, PWL, and DAGC

on a fixed capacity SSD vs. on a
capacity-variant SSD

* SSD 1s pre-conditioned 1nto a
steady-state prior to each
experiment

e Nine I/O traces

Page size 4 KiB Physical capacity  284GiB
Pages per block 256 Endurance limit 500
Block size 1 MiB Over-provisioning 11%

Block allocation FIFO Garbage collection Greedy

The summary of SSD configuration and policies.



Drive writes
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The lifetime comparison with eight different designs. Capacity variance without WL outperforms other designs.



Evaluation
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Workloads with a relatively small footprint.



Evaluation
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Workloads with a relatively small footprint.
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Workloads with a relatively large footprint.



Conclusion

* We present the write amplification caused by wear leveling (WL), instead of
relying on a back-of-the-envelope calculation.

* We uncover that existing wear leveling techniques can exhibit anomalous
behaviors under modern settings.

* We explore and quantify the benefits of capacity variance in an SSD that
gracefully reduces its capacity as flash memories become bad.

* Codebase will be available soon
https://github.com/ZiyangJiao/FTLS1m-WL



Thank you!

Ziyang
zjiao04@syr.edu
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